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Abstract–Handwrittensignatures are considered as one of 

the most valuable biometric traits. To verify the signature the 

features are extracted in different ways. The featureextraction 

processincludes pre-processing, attribute generation,attribute 

truncation and quantization, and feature generation. The 

features of the whole signatures are extracted. In addition, the 

signature is segmented and the features are extracted of  those 

segmented regions. The finalfeature vector is the combination 

of global and regional features. Then, the similarity 

measurement between the test signature and user template is 

done by Euclidean distance. KNN classifier is used to classify 

the signature to check whether it is genuine or forgery.The 

experimental setup is done using SG-NOTE database acquired 

by Samsung Galaxy Note and the MCYT-100 database 

captured by a WACOM pen tablet. 
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1. INTRODUCTION 

In order to perform signature verification, there are two 

possibilities(related to the classification step). One is to store 

different signatures of a givenperson in a data- base and in the 

verification phase to compare the test signatureto these 

signatures, called ―Reference Signatures‖ by means of a 
distancemeasure; in this case a dissimilarity measure is the 

outcome of the verificationsystem, after combining by a given 

function the resulting distances[9]. The other isto build a 

statistical model of the person‘s signature; in this case, the 

outcome ofthe verification system is a likely- hood measure—
how likely it is that a testsignature belongs to the claimed 

client‘s model. The signature verification methods are online 

verification methods and offline verification methods[15]. 

In the existing work hybrid discrete wavelet 

transform and discrete Fourier transform were used. Fourier 

transform is performed to extractthe feature descriptor of the 

decomposed sub‐ bands. A dissimilarity score ofthe extracted 

features between the test signature and reference data is 

computedusing Euclidean distance. The k‐ nearestneighbour 

and support vector machine are applied in order to fuse 

multiplefeatures. The resulting score value is then normalized 

and compared with a threshold value in order to decide 

whether a given signature is genuine orforgery[4]. 

This paper proposes a secure and dynamic signature 

verification methodwhich applies to the mobile phone. The 

proposed method includes feature extraction processes which 

arepre-processing, attribute generation, attribute truncation 

and quantization, and feature generation. 

The global features and the segmented regions features are 

combined to get the feature vectors. KNN classifier is used in 

this proposed system to get the better result in signature 

verification. 

2. METHODOLOGY 

2.1. Pre-processing  

Pre-processing is done to extract effective features due to 

thecharacteristic of signatures from mobile phones. The pre-

processing steps involve elimination of redundant 

information, cubic spline, sizenormalization, and position 

normalization. Sometimes redundant information will be 

available in the database. It will be neglected in the first 

step.cubic spline is used  to derive auniformly sampled 

signature.The size and position of signature varywhen a user 

writes a signature several times. So the signatures are 

normalized to thesame size and move the gravity centre of the 

signature to the original point forbetter verification 

performance. 

 

2.2. Feature Extraction 

The feature extraction process represents a major tackle in any 

signatureverification system. Even there is no guarantee that 

two genuine signatures of aperson are accurately the same 

(intrapersonal variations). Its difficulty alsostems from the 

fact that skilled forgeries follow the genuine 

pattern(interpersonal variations). This is unlike fingerprints or 

irises where fingerprintsor irises from two different persons 

vary widely. 

 Ideally interpersonal variationsshould be much more 

than the intrapersonal variations. Therefore it is veryimportant 

to identify and extract those features which minimize 

intrapersonalvariation and maximize interpersonal variations. 

There is a lot of flexibility inthe choice of features for 

verification of a signature. Global features, such as theoverall 

direction of the signature, the dimensions, and the pixel 

distribution, areusually not adequate to differentiate forgeries 

[7]. On the other hand, significantlocal features are extremely 

hard to locate. Great research efforts were made in 

order to concentrate on the local feature extraction process. 

Most of them aim atthe robust extraction of basic functions 

entities called ―strokes‖ from the originalskeleton of the 
signature strokes. 

Thefeature extraction process ends with taking out 

DWT coefficients for penpositions in x direction, and pen 

positions in y direction, and pen movementangles. In the 

regional feature extractionthe elements of a signature are 

equally divided to k segments. 
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2.3. KNN Classifier 

In KNN, K is the number of nearest neighbours. The number 

of neighboursis the core deciding factor. K is generally an odd 

number if the number ofclasses is 2. When K=1, then the 

algorithm is known as the nearest neighbouralgorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig -1 System Architecture 

Suppose P1 is the point, for which labelneeds to predict. First, 

you find the one closest point to P1 and then the label of 

the nearest point assigned to P1[10]. For finding closest 

similar points, Euclidean distance is used. KNN has the 

followingbasic steps: 

1. Calculate distance 

2. Find closest neighbours 

3. Vote for labels 

The system architecture of the proposed method is shown in 

Fig -1 

 

3. RESULTS AND DISCUSSION 

For the signature recognition and verification system, 

accuracy ofthe system is basically how correctly does our 

system recognizes a particularsignature by giving us whom 

does it belongs to and whether it is forged orgenuine. The 

evaluation parameter used for measuring accuracy of the 

system isrecognition rate. We find the FAR and FRR which 

stand for False AcceptanceRate and False Rejection Rate. The 

number of falsely accepted images over thetotal images is 

FAR and the number of falsely rejected images over the 

totalimages is FRR In our experimentation, we find our 

accuracy to be highest with85.66% at K = 22 in our KNN 

classifier. The Fig -2 shows the output for which the signature 

is recognized. 

  

 


Fig -2. Signature recognized 

 

The classifier we have used is KNN which stands for 

k-nearest neighbours. It is basically a classification algorithm 

that means it assigns a class to a testimage based on its feature 

values. The k-nearest neighbours‘algorithm usesEuclidian 

distance method to find the distance between two training 

points. Thususing Euclidian distance we find k nearest 

neighbouring training points of ourtest point based on its 

features and the class with maximum number ofoccurrences is 

taken as the decision class for that test image and is assigned 
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tothat image. If the decision class is ‘orig‘ with same signer 

the image is Accepted‘ and otherwise Rejected‘. The Fig -3 

shows the output for which the signature is not recognized. 

 

 
 

Fig -3 Signature not recognized 

 

4. CONCLUSION 

In this work, we proposed a secure and dynamic handwritten 

signatureverification system which applies to smart phones. 

Both the global and regionalfeatures are extracted for 

verification. The secure KNN is utilized to protect thetemplate 

and feature vector. The experiment shows that the regional 

featuresachieve good performance in both the two databases. 

It is valuable to furtherexploit the regional features in future. 

In addition, the skilled forgery is a morechallenging problem 

in signature verification. Actually, the verification with 

therandom forgery is a typical matching problem, while the 

verification with theskilled forgery is a typical two-class 

classification problem. Hence, an effectivecombination of two 

kinds of solutions may achieve an improved performance. 
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